1 Introduction

The story of fluid mechanics research in LMBs begins with one very important application: grid-scale storage. Electrical grids have almost no energy storage capacity, and adding storage will make them more robust and more resilient even as they incorporate increasing amounts of intermittent and unpredictable wind and solar generation. LMBs have unique advantages as a grid-scale storage technology, but their uniqueness also means that designers must consider chemical and physical mechanisms—including fluid mechanisms—that are relevant to few other battery technologies, and in many cases, not yet well-understood. We will review the fluid mechanics of LMBs, focusing on studies undertaken with that technology in mind, and also drawing extensively from prior work considering similar mechanisms in other contexts. In the interest of promoting dialogue across this new field, we have endeavored to include the work of many different researchers, though inevitably some would have eluded our search, and we ask for the reader’s sympathy for regrettable omissions. Our story will be guided by technological application, focusing on mechanisms most relevant to LMBs as built for grid-scale storage. We will consider electrochemistry and theoretical fluid mechanics only briefly because excellent reviews of both topics are already available in the literature. In Sec. 1, we provide an overview and brief introduction to LMBs, motivated by the present state of worldwide electrical grids, including the various types of LMBs that have been developed. We consider the history of LMBs in more detail in Sec. 2, connecting to the thermally regenerative electrochemical cells developed in the middle of the twentieth century. Then, we consider the fluid mechanisms that are most relevant to LMBs: thermal convection and magnetohydroconvection in Sec. 3, Marangoni flow in Sec. 4, interface instabilities in Sec. 5, the Tayler instability in Sec. 6, and electro-vortex flow in Sec. 7. We conclude with a summary and reflection on future directions in Sec. 8.

A typical electrical grid spans a country or a continent, serving millions of consumers by linking them to an intricate network of hundreds or thousands of large generators. A grid can be understood as a single, gigantic machine, because all of its rotating generators must spin in synchrony, and within a fraction of a percent of their design speed, in order for the grid to function properly. Changes to any one part of the grid affect all parts of the grid. The implications of this interconnectedness are made more profound by the fact that today’s grids have nearly zero storage capacity. When more electricity is being consumed than generated, the conservation of energy requires that the kinetic energy of the spinning generators drop, so they slow down, quickly losing synchrony, damaging equipment, and causing brownouts or blackouts if left unchecked. Conversely, when more electricity is being generated than consumed, generators speed up, risking all the same problems. Fluctuations in demand are as old as electrical utilities and have historically been managed by continually adjusting supply by turning generators on and off. Now, grids must also accommodate fluctuations in supply, as intermittent wind and solar generation expand rapidly because of their plummeting costs and the long-term imperative that humankind generate a significant share of our energy using renewable sources [1]. Large-scale storage on electrical grids would enable widespread deployment of renewable generation [2, 3] while maintaining stability [4]. Many technologies for grid-scale storage have been proposed, including pumped hydro (which accounts for the vast majority of existing storage), pressurized air, thermal storage, flywheels, power-to-gas, and batteries. Liquid metal batteries (LMBs) are a particular grid-scale storage technology that comes with interesting fluid mechanical challenges.

Like any battery, a liquid metal battery discharges by allowing an energetically favorable chemical reaction to proceed in a controlled way. Control is maintained by separating the two reactants (the electrodes) with an electrolyte that prevents electrode materials from passing if they are neutral, but allows them to pass if they are ionized. Thus, the reaction proceeds only if some other path passes matching electrons, which then recombine with the ions and go on to react. The other path is the external circuit where useful work is done, thanks to the energy of the flowing electrons. The battery can later be recharged by driving electrons in the opposite direction, so that matching ions come along as well.

Battery electrodes can be made from a wide variety of materials, including liquid metals. For example, a liquid sodium negative electrode (anode) can be paired with a sulfur positive electrode (cathode) and a solid β-alumina electrolyte. Here and throughout, we assign the names “anode” and “cathode” according to the rules played during discharge. Na|S batteries operate at about 300°C and have been deployed for grid-scale storage. ZEBRA batteries [5, 6], named for the Zeolite Battery Research
Africa Project that developed them, use a NaAlCl₄ negative electrode that allows them to operate at temperatures as low as 245°C. An electrolyte composed of Na-doped β-alumina conducts Na⁺ ions. Lower operating temperatures are possible with batteries in which a Na negative electrode is combined with a NiCl₂ positive electrode and a NaAlCl₄ electrolyte, separated from the negative electrode with β-alumina to prevent corrosion. Alloying Cs with the Na can substantially improve wetting to β-alumina, allowing battery operation at still lower temperatures [7]. Sumitomo has recently documented a battery design using a eutectic mix of potassium and sodium bis(fluorosulfonyl)amide salts along with electrodes made from unspecified sodium compounds [8,9]. These battery designs and others like them involve liquid metals but require a solid separator between the layers.

As discovered at Argonne National Laboratory in the 1960s [10] and rediscovered at MIT recently [11], batteries can also be designed with liquid metal electrodes and molten salt electrolytes, requiring no separator at all. We shall use the term “liquid metal batteries” to refer to those designs specifically. An example is sketched in Fig. 1(a), and cross sections of two laboratory prototypes are shown in Fig. 2. The internal structure of the battery is maintained by gravity, since the negative electrode materials typically have lower density than electrolyte materials, which have lower density than positive electrode materials. A solid metal positive current collector contacts the positive electrode and usually serves as the container as well. A solid metal negative current collector connects to the negative electrode and is electrically insulated from the positive current collector.

Because the negative electrode is liquid and the positive current collector is also the battery vessel, some care is required to prevent shorts between them. It is possible to electrically insulate the positive current collector by lining it with a ceramic, but ceramic sleeves are too expensive for grid-scale applications and are prone to cracking. Instead, typical designs separate the liquid metal negative electrode from vessel walls with a metal foam, as shown in Fig. 2. The high surface tension of the liquid metal provides sufficient capillary forces to keep it contained in the pores of the foam. The solid foam also inhibits flow in the negative electrode, which is likely negligible at length scales larger than the pore size. In many designs, the foam is held in place by a rigid conductor, as shown, so that its height stays constant. However, as the battery discharges and the positive electrode becomes a pool of two-part alloy, it swells. If the positive electrode swells enough to contact the foam, a short occurs, so the foam height must be carefully chosen, taking into account the thickness of the positive electrode and the density change it will undergo during discharge.
Most liquid metal cells are concentration cells. Their open circuit voltage (OCV) is solely given by the activity of the alkaline metal in the cathode alloy. The equations for the transfer reactions at the two interfaces (see Fig. 1(b)) read

$$M \rightarrow M^{+} + z e^{-}$$ (1)

$$M^{+} + ze^{-} \rightarrow M(N)$$ (2)

for the anode/electrolyte interface (1) and the electrolyte/cathode interface (2) during discharge. M denotes an alkali (z = 1) or an earth-alkali (z = 2) metal of the negative electrode, and N refers to the heavy or half metal of the positive electrode. A variety of chemistries have been demonstrated, including Mg[Sb] [14], Li[[Pb–Sb [15], Li[[Bi [13], NaAlCl–CaCl2]Zn [16,17], and Ca–Mg]Bi [18,19]. (See Ref. [20] for a review.) The Li[[Pb–Sb chemistry has been studied most and is typically paired with a triple-eutectic Li–LiCl–Li electrolyte because of its relatively low melting temperature (about 341 °C [10,21]). The equilibrium potentials $\varphi_0$ of both half-cells can be written as

$$\varphi_0(1) = \varphi_{00} + \frac{RT}{F} \ln \frac{a_{M^{+}}}{a_{M}}$$

(3)

$$\varphi_0(2) = \varphi_{00} + \frac{RT}{F} \ln \frac{a_{M^{+}}}{a_{M(N)}}$$

(4)

with the standard potential $\varphi_{00}$, the universal gas constant $R$, the temperature $T$, the Faraday constant $F$, and the activity of the metal in the pure (M), the ionic ($M^{+}$), and the alloyed (M(N)) state. The difference of the two electrode potentials $\varphi_0(2)$ and $\varphi_0(1)$ is the cell’s OCV

$$E_{OC} = -\frac{RT}{F} \ln a_{M(N)}$$

(5)

Only the activity of the alkali metal in the alloy $a_{M(N)}$ determines the OCV since the standard potentials of both half cells are identical and the activity of the pure anode is one by definition. Under current flow, only the terminal voltage $E$ is available. It is the difference of OCV and several terms describing voltage losses, i.e., polarizations (cf. [22] and Fig. 1(b)) occurring under current (I) flow

$$E = E_{OC} - IR_E - \eta_{c,a} - \eta_{c,c} - \eta_{a,a} - \eta_{a,c}$$

(6)

These voltage losses are due to the electrolyte resistance $R_E$, the concentration polarizations at the anode $\eta_{a,a}$ and cathode $\eta_{c,c}$, and the corresponding activation potentials $\eta_{a,a}$ and $\eta_{a,c}$. Typically, ohmic losses dominate activation and concentration polarizations by far, but mass transfer limitations may nevertheless sometimes occur in the cathode flow. Liquid metal batteries have advantages for grid-scale storage. Eliminating solid separators reduces cost and eliminates the possibility of failure from a cracked separator. Perhaps more importantly, solid separators typically allow much slower mass transport than liquids, so eliminating solids allows faster charge and discharge with smaller voltage losses. Liquid electrodes improve battery life, because the life of Li-ion and other more traditional batteries is limited when their solid electrodes are destroyed due to repeated shrinking and swelling during charge and discharge. Projections from experimental measurements predict that Li[[Pb–Sb batteries will retain 85% of their capacity after daily discharge for ten years [15]. The Li[[Pb–Sb chemistry is composed of Earth-abundant elements available in quantities large enough to provide many GWh of storage. Low cost is also critical if a technology is to be deployed widely [23], and liquid metal batteries are forecast to have costs near the $100/kWh target set by the U.S. Advanced Research Projects Agency-Energy (ARPA-e). Their energy and power density are moderate, and substantially below the Li-ion batteries that are ubiquitous in portable electronics, but density is less essential than cost in stationary grid-scale storage. Li-ion batteries today cost substantially more than $100/kWh, but their costs have dropped continually over time and will likely drop substantially more as the Tesla GigaFactory 1, the world’s largest Li-ion battery plant, continues to increase its production. The energy efficiency of liquid metal batteries varies widely with current density, but at a typical design value of 275 mAh/cm² is 73% [15], similar to pumped hydro storage.

Liquid metal batteries also present challenges. During discharge, Li[[Pb–Sb batteries provide only about 0.8 V [15]. Despite variation with battery chemistry, all conventional liquid metal batteries have voltage significantly less than Li-ion batteries. Lacking solid separators, liquid metal batteries are not suitable for portable applications in which disturbing the fluid layers could rupture the electrolyte layer, causing electrical shorts between the positive and negative electrodes and destroying the battery. Rupture might also result from vigorous fluid flows even if the battery is stationary, such as the Taylor instability (Sec. 6), interface instabilities (Sec. 5), Marangoni flow (Sec. 4), electro-vortex flow (Sec. 7), or their combination. Flow mechanisms may also interact, triggering instabilities more readily. The existing liquid metal battery chemistries require high operating temperatures (475 °C for Li[[Pb–Sb), Little energy is wasted heating large batteries because Joule heating (losses to electrical resistance) provides more than enough energy to maintain the temperature. Still, high temperatures promote corrosion and make air-tight mechanical seals difficult. Finally, poor mixing during discharge can cause local regions of a liquid metal electrode to form unintended intermetallic solids that can eventually span from the positive to the negative electrode, destroying the battery. Solid formation may well be the leading cause of failure in liquid metal batteries.

2 History and Past Work

2.1 Three-Layer Aluminum Refinement Cells. The central idea at the heart of LMBs is the three-layer arrangement of liquid electrodes and electrolyte. This seemingly simple idea (in fact so apparently simple that it is sometimes [24] questioned if it deserves to be patented at all) did not originate with LMBs. Instead, using a stable stratification of two liquid metals interspaced with a molten salt for electrochemical purposes was first proposed 1905 by Betts [25] in the context of aluminum purification (see Fig. 3(b)). However, Betts was not able to commercialize his process. Instead Hoopes, who had a more complicated arrangement using a second internal vessel for aluminum electro-refining patented in 1901 [26] (Fig. 3(a)), developed later a water-cooled three-layer cell [27] (Fig. 3(c)) that could be successfully operated. According to Frary [28], Hoopes as well thought of using a three-layer cell around 1900. It can be seen from Table I that even if the idea to use three liquid layers were a trivial one, its realization and transformation to a working process was highly nontrivial indeed.

The submerged vessel containing the negative electrode, initially suggested by Hoopes [26] (Fig. 3(a)), is filled with molten impure aluminum and surrounded by a bath of fused cryolite. Cryolite is less dense than the pure or impure Al. In the presence of flow, Al dissolves into the cryolite and deposits at the carbon walls of the outer vessel, and pure Al can be collected at the bottom of the outer vessel. However, the current density is distributed very inhomogeneously, concentrating around the outer liquid of the inner vessel. This implies large energy losses and strong local heating rendering a stable operation over longer times impossible.

Betts [25,29] (Fig. 3(b)) alloyed the impure Al with Cu and added BaF2 to the cryolite to increase the density of the salt mixture and to enable the purified Al to float on the fused salt. This three-layer arrangement guaranteed the shortest possible current
paths and enabled homogeneous current density distributions. Additionally, the evaporation of the electrolyte was drastically reduced by the Al top layer. However, under the high operating temperatures the cell walls became electrically conducting, got covered with metal that short-circuited the negative and positive electrodes, and thus, prevented successful operation of the cell [29]. Only Hoopes’ sophisticated construction [27,28] (Fig. 3(c)) was finally able to operate for longer times. A key element of Hoopes’ construction is the division of the cell into two electrically insulated sections. The joint between them is water cooled and thereby covered by a crust of frozen electrolyte providing electrical as well as thermal insulation [30]. A similar idea was later applied to Na–Bi galvanic cells by Shimotake and Hesson [31]. Additionally, instead of using a single electric contact to the purified Al at the cells’ side as did Betts, Hoopes arranged several graphite current collectors along the Al surface that provided a more evenly distributed current. However, the electrolyte used by Hoopes (see Table 1) had a relatively high melting temperature and a tendency to creep to the surface between the cell walls and the purified Al [28,32]. According to Eger [33] and Beljajew et al. [34] (see as well Gadeau [35]), the complicated design of Hoopes’ cell, especially the water cooled walls, prevented continuous use in production. It was not until 1934 that super-purity aluminum became widely available with Gadeau’s [36] three-layer refining process (see Table 1, S.A.I.A. process).

Aluminum refining cells can tolerate larger voltage drops than LMBs, so the electrolyte layer is often much thicker. Values quoted are between 8 cm [34,39] that should be a good estimate for current practice [40], 10 cm [32], 20 cm [41], and 25 cm [38]. These large values are, on the one hand, due to the need for heat production. On the other hand, a large distance between the negative and positive electrodes is necessary to prevent flow induced intermixing of the electrode metals that would nullify refinement. It is often mentioned [28,32,38,42] that strong electromagnetic forces trigger those flows. Unlike aluminum electrolysis cells (ACEs), refinement cells have been optimized little, and the technology would certainly gain from new research [41]. Yan and Fray [41] directly invoke the low density differences as a cause for the instability of the interfaces, discussed here in Sec. 5. They attribute the limited application of fused salt electrorefining to the present design of refining cells that does not take advantage of the high electrical conductivity and the very low thermodynamic potential required for the process. Coupling optimized electrorefining to carbon-free generation of electricity should, according to Yan and Fray [41], result in “greener” metallurgy.

The application of three-layer processes was also proposed for electronic scrap reclamation [43], removal of Mg from scrap Al [44–46], and electrorefining of Si [47–49]. Research on the fluid mechanics of current bearing three-layer systems can, therefore, potentially be useful beyond LMBs.

### 2.2 Thermally Regenerative Electrochemical Systems

After three-layer liquid metal systems were put to use for Al
The efficiency of the system is Carnot limited, implying that the whole system efficiency is Carnot limited [51, 52, 54]. TRES combine an electricity delivering cell with a regeneration unit as sketched in Fig. 4: reactants are combined at the low cell temperature $T_2$ and then the product is thermally decomposed at the higher regenerator temperature $T_1$. Thermal regeneration implies that the whole system efficiency is Carnot limited [55, 56].

A variety of such systems were investigated in the U.S. during the period of 1958–1968 [53]. Later, Chum and Osteryoung classified the published material on this topic according to system type and thoroughly reviewed it in retrospect [53, 54]. LiH-based cells were building blocks of what were probably the first (1958, [53]) experimentally realized thermally regenerative high-temperature systems [57–59], which continue to be of interest today [60, 61]. Almost at the same time a patent was filed in 1960 by Agruss [62], bimetallic cells were suggested for the electricity delivering part of TRES. Henderson et al. [63] concluded their survey of some 900 inorganic compounds for use in thermally regenerative fuel cell systems with the recommendation to concentrate on minimizing electrochemical losses, i.e., polarization and resistance losses, in order to increase overall efficiency. Although unmentioned in Ref. [63], bimetallic cells with liquid metal electrodes and fused salt electrolytes were deemed most suitable to fulfill those requirements [64]. Governmental sponsored research on bimetallic cells followed soon after at Argonne National Laboratory (1961, [65]) and at General Motors (1962 [64, 66]). Research was initially focused on the application of bimetallic cell based TRES on space power applications [67], namely, systems using nuclear reactors as heat sources. Several studies explored the parameters of concrete designs developed in the frame of “systems nuclear auxiliary power program” (SNAP), SNAP-2 [67–71] and SNAP-8 [54].

Hydrodynamics naturally plays a vital role in the operation of TRES due to the necessity to transport products and reactants between the electricity producing and the thermal regeneration parts of the system. However, hydrodynamics of the transport between the cell and the regenerator is mainly concerned with the task of pumping [69, 71] and the subtleties of keeping a liquid metal flow through—while preventing electrical contact between—different cells [67]. Velocities typical for TRES are much lower than those found in conventional heat engines [72] and could even be achieved using natural circulation driven by heat [10]. Agruss et al. [67] emphasized that the solutal convection should be taken into account when designing TRES cells and the flow control is vital to obtain good long-term performance.

Publications covering detailed investigations of cell specific fluid mechanics are unknown to the present authors, but the LMB pioneers were obviously aware of its importance as can be seen by a variety of pertinent notes.

Cell construction determines to a large extent the influence hydrodynamics can have on cell operation. No mechanical obstructions exist in “differential density cell” [54, 67–69] sketched in Fig. 5. This is most likely the purest embodiment of an LMB: inside the cell, there are only the three fluid layers that are floating on top of each other according to density. Early on, the vital role of stable density stratification was clearly identified [54, 69, 73]. The interfaces of differential density cells using a KKOH–KBr–KI/Hg system were stable enough to allow for a mild Hg feed of a few milliliters per minute [67]. Cell performance depended on the flow distribution, the volume flux, and, vicariously, on the temperature of the incoming Hg. Cairns et al. [10] presented a conceptual design for a battery of three NaIF–NaCl–NaI/Bi differential density cells, stressed that the density differences are large enough to clearly separate the phases, and mentioned in the same breath that “hydrodynamic stability of the liquid streams must be carefully established.”

Restraining one or more of the liquid phases in a porous ceramic matrix is a straightforward means to guarantee mechanical stability of the interfaces [22]. A direct mechanical separation of anodic and cathodic compartment is a necessity for space applications that could not rely on gravity to keep the layers apart. Besides the solid matrix, another means to immobilize electrolytes was to intermix them with ceramic powders, the so-called “fillers,” that resulted in paste electrolytes. Since both matrix and powders had to be electric insulators, an overall conductivity reduction by a factor of about two to four [74, 75] resulted even for the better paste electrolytes. Obviously, using mechanically separated electrode compartments is a prerequisite for any mobile application of LMBs. Equally, for cells used as components in complete TRES, the constant flow to and from the regenerator and through the cell necessitates in almost all cases a mechanical division of positive and negative electrodes. Examples include the flow through cell with sandwich matrix by Agruss and Karas [69], the earlier single cup cell of “flowing type” using an electrolyte impregnated alumina thimble [68], and the paste electrolyte cells developed at Argonne National Laboratory [74, 76].

A different purpose was pursued by encasing the negative electrode material into a retainer [77] made from stainless steel fibers [10], felt metal [78], or later, foam [13, 15, 19, 79] as sketched in Fig. 6. Those retainers allow electrical insulation of the negative electrode from the rest of the cell without resorting to ceramics that are floating on top of each other according to density and restrict fluid mechanics to that in a porous body. The probably simplest retainer used was an Armco iron ring [10, 65] that encased the alkaline metal, a configuration more akin to the differential density cell than to a porous body. Arrangements similar to the iron ring are sometimes used as well in molten salt electrolysis cells [27, 33, 80, 81] to keep a patch of molten metal floating on top of fused salt while preventing contact with the rest of the cell. In the case of poorly conducting materials (especially Te and Se), the positive electrode had to be equipped with additional
electronically conducting components to improve current collection [22,76].

With view on the low overall efficiencies of TRES due to Carnot cycle limitations as well as problems of pumping, plugging, and separation, research on thermally regenerative systems ceased after 1968 [54] and later LMB work at Argonne concentrated on Li-based systems with chalcogen positive electrodes, namely, Se and Te. The high strength of the bonds in those systems makes them unsuitable for thermal regeneration [22]. However, in their review, Chum and Osteryoung [54] deemed it worthwhile to reintvestigate TRES based on alloy cells once a solar-derived, high temperature source was identified. Just recently, a Na–S-based approach for solar electricity generation using thermal regeneration was suggested [82].

2.3 Liquid Metal Batteries for Stationary Storage. Using bimetalic cells as secondary elements for off-peak electricity storage was already a topic in the 1960s [10,83]. The very powerful Li–[Se and Li]Te cells [75] mentioned above are, however, unsuitable for wide scale use because of the scarcity of both chalcogens [22,84,85]. In the late 1960s and early 1970s, research at Argonne moved on to Li–[S22,85–87], thus leaving the area of bimetallic cells.

LMB activities were reinvigorated at MIT in the first years of the 21st century by Donald Sadoway and presented by Bradwell [88] was one that combined Mg and Sb with a Mg3Sb2-containing electrolyte, decomposing the Mg3Sb2 on charge and forming it on discharge. This new cell design was later termed “Type A” or “am bipolar electrolysis LMB” [89] and not followed up later. Instead, bimetallic alloying cells (“Type B”) were investigated using different material combinations whose selection was not hampered by the need of thermal regeneration. The Mg–Sb system was among the first alloying systems studied at MIT. With MgCl2–NaCl–KCl (50:30:20 mol%), it used a standard electrolyte system was among the first alloying systems studied at MIT. With MgCl2–NaCl–KCl (50:30:20 mol%), it used a standard electrolyte...

Successful scaling on the cell level from 1 cm diameter to 15 cm diameter was demonstrated by Ning et al. [13]. Commercial cells produced by the MIT spin-off Ambri have square cross sections of 10 cm and 20 cm edge length [95]. Thus, state-of-the-art cells are moderately sized, but the quest for large-scale cells is ongoing. Recently, Bojarevics and coworkers [96,97] suggested to retrofit old aluminum electrolysis potlines into large-scale LMB installations ending up with cells of 8 m by 3.6 m cross section and about 0.5 m total liquid height.

It should be stressed that LMBs form a whole category of battery systems comprising a variety of material combinations. Consequently, depending on the active materials and the electrolyte selected, different flow situations may arise even under identical geometrical settings.

3 Thermal Convection and Magnetoconvection

Because almost every known fluid expands when heated, spatial variations (gradients) in temperature cause gradients in density. In the presence of gravity, if those gradients are large enough, denser fluid sinks and lighter fluid floats, causing thermal convection. Usually, large-scale convection rolls characterize the flow shape. Being ubiquitous and fundamental in engineering and natural systems, convection has been studied extensively, and many reviews of thermal convection are available [98–101]. Here, we will give a brief introduction to convection, then focus on the particular characteristics of convection in liquid metal batteries. Joule heating drives convection in some parts of a liquid metal battery, but inhibits it in others. Broad, thin layers are common, and convection in liquid metal batteries differs from aqueous fluids because metals are excellent thermal conductors (that is, they have low Prandtl number). Convection driven by buoyancy also competes with Marangoni flow driven by surface tension, as discussed in Sec. 4. We close this section with a discussion of magnetoconvection in which the presence of magnetic fields alters convective flow.

3.1 Introduction to Thermal Convection. Thermal convection is driven by gravity, temperature gradients, and thermal expansion, but hindered by viscosity and thermal diffusion. Convection also occurs more readily in thicker fluid layers. Combining these physical parameters produces the dimensionless Rayleigh number

$$ Ra = \frac{g \Delta \rho L^3}{\nu \kappa} $$

where \( g \) is the acceleration due to gravity, \( \Delta \rho \) is the coefficient of volumetric expansion, \( \Delta \rho \) is the characteristic temperature difference, \( L \) is the vertical thickness, \( \nu \) is the kinematic viscosity, and \( \kappa \) is the thermal diffusivity. The Rayleigh number can be understood as a dimensionless temperature difference and a control parameter; for a given fluid and vessel shape, convection typically begins at a critical value \( Ra > Ra_{crit} > 0 \), and subsequent instabilities that change the flow are also typically governed by \( Ra \).

If the Rayleigh number is understood as a control parameter, then the results of changing \( Ra \) can also be expressed in terms of dimensionless quantities. The Reynolds number

$$ Re = \frac{UL}{\nu} $$

where \( U \) is a characteristic flow velocity, can be understood as a dimensionless flow speed. The Nusselt number

$$ Nu = -\frac{QL}{\kappa C_p \Delta T} $$
where $Q$ is the total heat flux through the fluid, $c_p$ is the specific heat at constant pressure, and $\rho$ is the mass density, can be understood as a dimensionless heat flux.

The canonical and best-studied context in which convection occurs is the Rayleigh–Bénard case, in which a fluid is contained between upper and lower rigid, no-slip boundaries, with the lower boundary heated and the upper boundary cooled. Usually, both boundaries are held at steady, uniform temperatures, or subjected to steady, uniform heat flux. Convection also occurs in many other contexts, for example, lateral heating. Heating the fluid from above, however, produces a stably stratified situation in which flow is hindered.

### 3.2 Introduction to Compositional Convection

Temperature is not the only parameter that affects fluid density. Chemical reactions, for example, can also change the local density such that buoyancy drives flow. That process is known as compositional convection, and the corresponding control parameter is the compositional Rayleigh number

\[
Ra_X = \frac{g \Delta X L^3}{\nu D}
\]

where $\Delta X$ is the coefficient of volumetric expansion with concentration changes, $\Delta X$ is the characteristic concentration difference, and $D$ is the material diffusivity. (Compositional convection is one mechanism by which reaction drives flow; entropic heating, discussed earlier, is another.) For liquid metal batteries, the electrode materials have densities that differ by more than an order of magnitude (see Table 2), and $\Delta X \sim 30\%$, so we expect compositional convection to cause substantial flow. For comparison, we can consider thermal convection in bismuth at $475^\circ C$ for which the coefficient of thermal expansion is $\frac{\alpha}{\Delta T} = 1.24 \times 10^{-3}/K$ [102]. Making the order-of-magnitude estimate $\Delta T \sim 1 K$, it becomes clear that $\Delta X \gg \frac{\alpha}{\Delta T}$. For the Na||Bi system at an operating temperature of $475^\circ C$, the compositional Rayleigh number exceeds the thermal one by six orders of magnitude. Thus, compositional convection is likely much stronger than thermal convection. Compositional convection is unlikely during discharge because the less-dense negative electrode material (e.g., Li) is added to the top of the more-dense positive electrode, producing a stable density stratification. During charge, however, less-dense material is removed from the top of the positive electrode, leaving the remaining material more dense and likely to drive compositional convection by sinking.

### 3.3 Metals and Salts: Convection at Low Prandtl Number

In addition to the Rayleigh number, a second dimensionless parameter specifies the state of a convecting system, the Prandtl number

\[
Pr = \frac{\nu}{\kappa}
\]

where $\nu$ is the kinematic viscosity and $\kappa$ is the thermal diffusivity. (Compositional convection proceeds primarily by the fast and disordered motions typical of turbulent flow. Any particular Rayleigh–Bénard experiment can be assigned to one of eight regimes, depending on three questions: Is momentum transport slower through the boundary layer or the bulk? Is heat transport slower through the boundary layer or the bulk? And, which boundary layer—viscous or thermal—is thicker and therefore dominant? Answering those three questions makes it possible to estimate the exponents that characterize the dependence of Nu and Re on Ra and Pr. According to the theory [107], the Nusselt number can depend on the Prandtl number as weakly as $\text{Nu} \propto \text{Pr}^{-1/2}$, or as strongly as $\text{Nu} \propto \text{Pr}^{-3/4}$. Experiments have also shown that at low Pr, more of the flow's kinetic energy is concentrated in large-scale structures, especially large convection rolls. In a thin convecting layer with a cylindrical sidewall resembling the positive electrode of a liquid metal battery, slowly fluctuating concentric ring-shaped rolls often dominate [108]. Those rolls may interact via flywheel effects [109].

### 3.4 Magnetohydrodynamics

Convection in liquid metal batteries proceeds in the presence of— and can be substantially altered by—electric currents and magnetic fields. Introductions and overviews of the topic of magnetohydrodynamics have been provided in texts dedicated to the subject [110] as well as texts on the more general topic of magnetohydrodynamics [111]. The strength of
the magnetic field can be represented in dimensionless form using the Hartmann number

\[ \text{Ha} = BL \sqrt{\frac{\sigma B}{\nu}} \]  

(8)

which is the ratio of electromagnetic force to viscous force. Here, \( B \) is the characteristic magnetic field strength and \( \sigma_B \) is the electrical conductivity. (Magnetic field strength is also sometimes expressed using the Chandrasekhar number, which is the square of the Hartmann number.) When \( \text{Ha} \gg 1 \), magnetic fields tend to strongly alter convection, though the particular effects depend on geometry. Often, convection rolls align with magnetic field lines, in broad analogy to the tendency of charged particles to orbit magnetic field lines. Other motions, such as helical paths, are also possible.

If convection occurs in the presence of a vertical magnetic field, alignment is impossible, since convection rolls are necessarily horizontal. Accordingly, vertical magnetic fields tend to damp convection [112–114]. The critical Rayleigh number at which convection begins scales as \( R_{\text{crit}} \propto \text{Ha}^2 \) [112], as has been verified experimentally [115]. The Rayleigh number of oscillatory instability of convection rolls is also increased by the presence of a vertical magnetic field [113]. Common sources of vertical magnetic fields in liquid metal batteries include the Earth’s field (though it is relatively weak) and fields produced by wires carrying current to and from the battery.

Just as the Grossmann and Lohse scaling theory [107] considers the dependence of Re and Nu on the inputs Ra and Pr in convection without magnetic fields, a recent scaling theory by Schumacher and colleagues [116] considers the dependence of Re and Nu on the inputs Ra, Pr—and also Ha—in the presence of a vertical magnetic field. The reasoning is analogous: the scaling depends on whether transport time is dominated by the boundary layer or the bulk, and which boundary layer is thickest. However, the situation is made more complex by the need to consider magnetic field transport in addition to momentum and temperature transport, and the possibility that the Hartmann (magnetic) boundary layer might be thickest. Altogether, 24 regimes are possible.

To reduce the number of free parameters, the authors considered the case in which Pr \( \ll 1 \) and \( \text{Pm} \ll 1 \), where \( \text{Pm} = \nu \mu \text{erg} \) is the magnetic Prandtl number. (Here, \( \mu \) is the magnetic permeability.) That special case applies to materials common in liquid metal batteries and still spans four regimes of magnetocoaction. Categorization depends on whether the magnetic field is strong (Ha \( \gg 1 \)) and whether the flow is substantially nonlinear (Ra \( \gg 1 \)). Scaling laws are proposed for each regime. The theory’s fit parameters remain unconstrained in three of the four regimes because appropriate experimental data are unavailable. Experiments to produce those data would substantially advance the field.

On the other hand, if a horizontal magnetic field is present, convection rolls are often able to align with it easily. In that case, flow speed (Re) and heat flux (Nu) increase [117]. Moreover, since magnetic fields of any orientation damp turbulence [118], convection in the presence of horizontal magnetic fields tends to be more ordered, spatially, than convection in the Ha = 0 case. As Ra increases, waves develop on the horizontal convection rolls [108,113,119].

In liquid metal batteries, internal electrical currents run primarily vertically and induce toroidal horizontal magnetic fields. Poloidal convection rolls are, therefore, common, since their flow is aligned and circulates around the magnetic field lines. If the sidewall is cylindrical, boundary conditions further encourage poloidal convection rolls. Such rolls have been observed in liquid metal battery experiments, and the characteristic speed increases as Ha increases [120,121]. Simulations have shown similar results, with the number of convection rolls decreasing as the current increases [122]. Other simulations, however, have suggested that electromagnetic effects are negligible for liquid metal batteries with radius less than 1.3 m [123,124]. Further study may refine our understanding. In batteries with a rectangular cross section, we would expect horizontal convection rolls circulating around cores that are nearly circular near the central axis of the battery, where the magnetic field is strong and the sidewall is remote. Closer to the wall, we would expect rolls circulating around cores that are more nearly rectangular due to boundary influence.

### 3.5 Convection in Liquid Metal Batteries

Liquid metal batteries as sketched in Fig. 7 are a more complicated and interesting case than a single layer system. Commercially viable liquid metal battery chemistries involve materials that are solid at room temperature; to operate, they must be heated to 475 °C [15]. External heaters produce thermal convection in almost any arrangement, especially the most efficient one in which heaters are installed below the batteries, producing the Rayleigh–Bénard case. During operation, however, external heaters are often unnecessary because the electrical resistance of the battery components converts electrical energy to heat in a process known as Joule heating or ohmic heating. If the battery current is large enough and the environmental heat loss is small enough, batteries can maintain temperature without additional heating [125]. (In fact, cooling may sometimes be necessary.) In this case, the primary heat source lies not below the battery, but within it. As Table 3 shows, molten salts have electrical conductivity typically four orders of magnitude smaller than liquid metals, so that essentially all of the Joule heating occurs in the electrolyte layer, as shown in Fig. 8.

The positive electrode, located below the electrolyte, is then heated from above and becomes stably stratified; its thermal profile actually hinders flow. Some flow may be induced by the horizontal motion of the bottom of the electrolyte layer, which slides against the top of the positive electrode and applies viscous shear stresses, but simulations of Boussinesq flow show the effect to be weak [123,124]. The electrolyte itself, which experiences substantial bulk heating during battery charge and discharge, is subject to thermal convection, especially in its upper half [124,131]. One simulation of an internally heated electrolyte layer showed it to be characterized by small, round, descending plumes [132]. Experiments have raised concern that thermal convection could bring intermetallic materials from the electrolyte to contaminate the negative electrode [133]. Convection due to internal heating has also been studied in detail in other contexts [134].

The negative electrode, located above the electrolyte, is heated from below and is subject to thermal convection. In a negative electrode composed of bulk liquid metal, we would expect both unstable thermal stratification and viscous coupling to the adjacent electrolyte to drive flow. Simulations show that in parameter regimes typical of liquid metal batteries, it is viscous coupling that dominates; flow due to heat flux is negligible [123]. Therefore, in the case of a thick electrolyte layer, mixing in the...
electrolyte is stronger than mixing in the negative electrode above; in the case of a thin electrolyte layer, the roles are reversed [123]. However, the negative electrodes may also be held in the pores of a rigid metal foam by capillary forces, which prevents the negative electrode from contacting the battery sidewall [15]. The foam also substantially hinders flow within the negative electrode. Essentially, the characteristic length scale becomes the pore size of the foam, which is much smaller than the thickness of the negative electrode. Since the Rayleigh number is proportional to the cube of the characteristic length scale (Eq. (7)), convection is drastically weakened, if not prevented altogether. The physics of convection in porous media [135,136] might apply in this case.

If a liquid metal battery is operated with current density that is uniform across horizontal cross section, we expect uniform Joule heating, and therefore, temperatures that vary primarily in the vertical direction (aside from thermal edge effects). However, the negative current collector must not make electrical contact with the vessel sidewall, which is part of the positive current collector. For that reason, the metal foam negative current collector that contains the negative electrode is typically designed to be smaller than the battery cross section, concentrating electrical current near the center and reducing it near the sidewall. The fact that current can exit the positive electrodes through the sidewalls as well as the bottom wall allows further deviation from uniform, axial current. Nonuniform current density causes Joule heating that is also nonuniform—in fact, it varies more sharply, since the rate of heating is proportional to the square of the current density. This gradient provides another source of convection-driven flow. Putting more current density near the central axis of the battery creates more heat there and causes flows that rise along the central axis. Interestingly, electro-vortex flow (considered in detail in Sec. 7) tends to cause the opposite motion: descent along the central axis. Simulations have shown that negative current collector geometry and conductivity substantially affect flow in liquid metal batteries [137]. Other geometric details can also create temperature gradients and drive convection. For example, sharp edges on a current collector concentrate current and cause intense local heating. The resulting local convection rolls are small but can nonetheless alter the global topology of flow and mixing. Also, if solid intermetallic alloys form, they affect the boundary conditions that drive thermal convection. Intermetallics are typically less dense than the surrounding melt, so they float to the interface between the positive electrode and electrolyte. Intermetallics typically have lower thermal and electrical conductivity than the melt, so where they gather, both heating and heat flux are inhibited, changing convection in nontrivial ways.

### 4 Marangoni Flow

The molecules of a stable fluid are typically attracted more strongly to each other than to other materials. The result is the surface tension (or surface energy) \( \sigma \), which can be understood as an energy per unit area (or a force per unit length) of interface between two materials. The surface tensions of liquid metals and molten salts are among the highest of any known materials, so it is natural to expect surface tension to play a role in liquid metal batteries. This section will consider that role.

If the surface tension varies spatially, regions of higher surface tension pull fluid along the interface from regions of lower surface tension. Viscosity couples that motion to the interior fluid, causing “Marangoni flow,” sketched in Fig. 9. Surface tension can vary spatially because it depends on temperature, chemical composition, and other quantities. For most fluids, surface tension decreases with temperature: \( \partial \sigma / \partial T < 0 \), and flow driven by the variation of surface tension with temperature is called “thermocapillary flow” and is described in existing reviews [138–140]. Thermocapillary flow in the presence of a magnetic field has also been studied in prior work [141,142], though we will not consider it further here. Flow driven by the variation of surface tension with composition, called “solutal Marangoni flow,” has also been considered [143–146], especially in the context of thin films [146,147]. In this section, we will consider Marangoni flow phenomena that are relevant to liquid metal batteries, focusing on similarities and differences to Marangoni flows studied in the past. We will estimate which phenomena are likely to arise, drawing insight from one pioneering study that has considered the role of thermocapillary flow in liquid metal batteries [131].
Gradients drive both thermocapillary flow and thermal convection, capillary flow more likely and more vigorous. Because temperature number in thermal convection. Larger values of dimensionless Marangoni number fluid layers. Combining these physical parameters produces the damped mechanisms is quantified by the Galileo number. Thermocapillary flow is driven by temperature gradients but hindered by viscosity, thermal diffusion, and density (which provides inertia). Thermocapillary flow also occurs more readily in thicker fluid layers. Combining these physical parameters produces the dimensionless Marangoni number

$$\text{Ma} = \frac{\frac{\partial \sigma}{\partial T} L \Delta T}{\mu \nu k}$$  \hspace{1cm} (9)

The Marangoni number plays a role analogous to the Rayleigh number in thermal convection. Larger values of \(\text{Ma} \) make thermocapillary flow more likely and more vigorous. Because temperature gradients drive both thermocapillary flow and thermal convection, the two phenomena often occur simultaneously. We can compare their relative magnitudes via the dynamic Bond number

$$\text{Bo} = \frac{\text{Ra}}{\text{Ma}} = \frac{\rho c_p g L^2}{\frac{\partial \sigma}{\partial T}}$$  \hspace{1cm} (10)

Thermal convection dominates when \(\text{Bo} \gg 1\), whereas thermocapillary flow dominates when \(\text{Bo} \ll 1\). Because of the \(L^2\) factor, thermal convection tends to dominate in thick layers, whereas thermocapillary flow tends to dominate in thin layers. Thermocapillary flow, like thermal convection, is qualitatively different for fluids with small Prandtl number (like liquid metals and molten salts) than for fluids with large Prandtl number.

### 4.2 Temperature Variation Across the Interface

Thermocapillary flow phenomena depend on the direction of the thermal gradient with respect to the interface. Surface tension varying along the interface drives thermal flow, as shown in Fig. 9. We will consider this case in greater detail later. However, thermocapillary flow can also occur if temperature varies across the interface, with the hotter material having smaller thermal diffusivity. In that case, an instability is possible: local perturbations can either change the temperature profile along the interface directly or indirectly through a change to the interface shape, resulting in Marangoni flow. The instability can produce either of two different phenomena, short-wavelength and long-wavelength thermocapillary flow, in which deformations are damped primarily by gravity or diffusion, respectively. The relative strength of the two damping mechanisms is quantified by the Galileo number

$$G = \frac{g d^3}{\nu k}$$  \hspace{1cm} (11)

\(G \gg 1\) implies that gravity is the primary damping mechanism, such that we expect short-wavelength flow, whereas \(G \ll 1\) implies that diffusion of heat and momentum is the primary damping mechanism, such that we expect long-wavelength flow [140,148]. (Note that some past authors [138,139] have used the term “Marangoni flow” for the specific case of thermocapillary flow driven by temperature variation across the interface, not for the much more general case of all flows driven by surface tension, as we use it here.)

In the \(G \gg 1\) case, linear stability theory shows that conductive heat transfer becomes unstable and short-wavelength flow arises when \(\text{Ma} > 80\) [149], as experimental studies have confirmed [148]. Typically, short-wavelength flow appears as an array of hexagons covering the interface. For \(G \leq 120\), linear stability theory predicts that when \(\text{Ma} > 2G/3\), instead of short-wavelength flow, long-wavelength flow arises [148,150]. The long-wavelength flow has no repeatable or particular shape, instead depending sensitively on boundary conditions. When observed in experiments, the long-wavelength flow always ruptures the layer in which it occurs [139], a property particularly alarming for designers of liquid metal batteries. The short-wavelength mode, on the other hand, causes nearly zero surface deformation [139].

We can estimate the relevance of thermocapillary flow and the likelihood of short-wavelength and long-wavelength flow using dimensionless quantities, as long as the necessary material properties are well-characterized. Most difficult to obtain is the rate of change of surface tension with temperature, \(\partial \sigma/\partial T\). Its value is well-known for Pb, Bi, and their eutectic alloy [102] because of its importance in nuclear power plants, however. One pioneering study [131] simulated thermocapillary flow in a hypothetical three-layer liquid metal battery with a eutectic PbBi positive electrode, a LiCl–KCl electrolyte, and a Li negative electrode. First considering the positive electrode, for a PbBi layer with \(L = 20 \text{ mm}\) and \(\Delta T = 0.5 \text{ K}\) (the conditions used in the study), we expect no short-wavelength flow because, according to Eq. (9), \(\text{Ma} = 14 < 80\). Nor do we expect long-wavelength flow because, according to Eq. (11), \(G = 6 \times 10^7 \gg 120\). Now considering a LiCl–KCl electrolyte layer with \(L = 20 \text{ mm}\) and \(\Delta T = 6 \text{ K}\) (again matching [131]), we come to different conclusions: \(\text{Ma} = 23,000\) implies vigorous thermocapillary flow, and \(\text{Bo} = 9\) leads us to expect thermocapillary flow of speed similar to the thermal convection. Because \(G = 4.7 \times 10^7\), we expect the short-wavelength mode, not the long-wavelength mode. Finally, we expect minimal flow in the negative electrode if it is contained in a rigid metal foam. All of these predictions should be understood as preliminary since Eqs. (9)–(11) consider a layer in which only one surface is subject to surface tension effects, but the electrolyte layer in a liquid metal battery is subject to surface tension effects on both upper and lower surfaces.

In fact, though the long-wavelength mode can readily be observed in laboratory experiments with silicone oils [148,151,152], liquid metals and molten salts typically have much smaller kinematic viscosity and thermal diffusivity, yielding large values of \(G\) that make the long-wavelength mode unlikely. Using the \(\text{Ma} > 2G/3\) criterion and the appropriate material properties, we find that the long-wavelength mode will appear only for thicknesses \(60 \mu\text{m}\) or less in either the PbBi or LiCl–KCl layer. Other considerations require both the electrolyte and the positive electrode to be much thicker, so rupture via the long-wavelength thermocapillary mode is unlikely in a liquid metal battery.

We would expect, however, that the short-wavelength thermocapillary mode often arises in liquid metal batteries, especially in the electrolyte layer. Though unlikely to rupture the electrolyte, the short-wavelength mode may mix the electrolyte, promoting mass transport. The short-wavelength mode might also couple to other phenomena, for example, the interfacial instabilities discussed in Sec. 5.

### 4.3 Temperature Variation Along the Interface

Temperature that varies along the interface always drives Marangoni flow, and we can estimate its speed by considering the energy involved.
Suppose a thin, rectangular layer of fluid occupies the region $0 \leq x \leq L_x$, $0 \leq y \leq L_y$, $0 \leq z \leq L_z$ in Cartesian coordinates $(x, y, z)$, with $L_x \ll L_y$ and $L_x \ll L_z$. Suppose thermocapillary forces act on the $z=L_z$ surface, and that temperature varies in the $x$ direction, such that surface tension drives flow in the $x$ direction. The work done by thermocapillary forces (per unit volume) scales as

$$\Delta T \frac{\partial \sigma}{\partial T} \frac{L_y L_z}{L_x L_y L_z}$$

If the flow is steady, if pressure variations are negligible, and if inertial and gravitational forces are negligible, then the work done by thermocapillary forces must be dissipated by viscous damping. For an incompressible Newtonian fluid, the viscous damping term (in energy per unit volume) reads

$$\mu \rho \nu \left( \frac{\partial^2 u_i}{\partial x_i \partial x^j} + \frac{\partial^2 u_j}{\partial x_i \partial x_j} \right)$$

where we use indicial notation with summation implied, $u_i$ is a velocity component, and $\tau$ is a characteristic flow time. We can estimate the flow time in terms of a characteristic speed $U$ and the total circulation distance $\tau \sim (L_x + L_y) / U$. If there is no flow in the $y$ direction and no flow variation in the $x$ direction, we can estimate the gradients in the viscous damping term as well. Setting the result equal to the work (per unit volume) done by capillary forces and solving for $U$, we estimate a characteristic speed

$$U \sim \frac{\Delta T \frac{\partial \sigma}{\partial T}}{\mu L_x L_y L_z}$$

As expected, the speed increases with $\Delta T$ and $\partial \sigma / \partial T$, which increases the thermocapillary force; and increases with $L_z$, which reduces viscous shear; but decreases with $\mu$, $L_y$, and $L_z$, which increases viscous drag. Again considering the model of [131], we find $U \sim 0.4$ mm/s in the PbBi positive electrode and $U \sim 8$ mm/s in the LiCl–KCl electrolyte. Figure 19 in Ref. [131] shows velocities around 2 mm/s, so our velocity scaling argument seems to predict the correct order of magnitude.

Simulations can give further insight into thermocapillary flow in liquid metal batteries. Köllner et al. [131] considered a model liquid metal battery with uniform current density that caused Joule heating in all three layers, thereby causing both thermocapillary flow and buoyancy-driven thermal convection. As shown in Fig. 10, Marangoni cells are evident at the top of the electrolyte, and the temperature is much higher in the electrolyte than in either electrode, consistent with Fig. 8. Using a range of layer thicknesses and current densities, the study found that five modes of thermal flow arise in typical liquid metal batteries. In order of decreasing typical speed, they are (1) thermal convection in the electrolyte, (2) thermal convection in the negative electrode, (3) thermocapillary flow driven by the top surface of the electrolyte, (4) thermocapillary flow driven by the bottom surface of the electrolyte, and (5) anticonvection [153] in the positive electrode. The combined effects of buoyant and thermocapillary forces produce flows much like those produced by buoyancy alone, though thermocapillary forces slightly reduce the characteristic length scale of the flow. That observation is consistent with an earlier observation that thermocapillary and buoyant forces drive flows having different characteristic lengths [151]. In the electrolyte, thermocapillary forces always augment buoyant flow, but in the negative electrode, thermocapillary forces oppose and substantially damp buoyant flow when $Ma < 200$ [131]. Electrolyte layers thinner than 2 mm exhibit neither thermocapillary flow nor thermal convection for realistic current densities (less than 2000 A/m²). We raise one caveat: if the negative electrode is contained by a metal foam, flow there would likely be negligible.

![Fig. 10 A simulation of Marangoni flow in a three-layer liquid metal battery. Temperature is indicated in color, and velocity is indicated by arrows.](Image 316x438 to 548x765)

**Fig. 10** A simulation of Marangoni flow in a three-layer liquid metal battery. Temperature is indicated in color, and velocity is indicated by arrows. The horizontal top surface of the electrolyte shows Marangoni cells (a) with downwellings where the temperature is lowest. A vertical cross section through the center of the battery, (b) also shows downwellings and indicates that the temperature is much higher in the electrolyte than in either electrode. Here, a LiCl–KCl electrolyte separates a Li negative electrode from a PbBi positive electrode. The temperature unit is 6.59 K, the velocity unit is $6.46 \times 10^{-6}$ m/s, and the length unit is 20 mm. Adapted from Ref. [131], with permission.

### 4.4 Introduction to Solutal Marangoni Flow

Solutal Marangoni flow has been studied less than thermocapillary flow, and to our knowledge, has not yet been addressed in the literature for the specific case of liquid metal batteries. One experimental and numerical study found a cellular flow structure reminiscent of the hexagons characteristic of the short-wavelength mode in thermocapillary flow [144]. A later experimental and numerical study by the same authors [145] varied the thickness of the fluid layer and its orientation with respect to gravity, finding that a two-dimensional simulation in which flow quantities are averaged across the layer thickness fails to match experiments with thick layers. The study also found that cells coarsen over time, perhaps scaling as $t^{1/2}$, where $t$ is the time.

Though studies of solutal Marangoni flow in liquid metal batteries have not yet been published, the phenomenon is likely, because charge and discharge alter the composition of the positive electrode. In past work, salt loss in lithium-chalcogen cells has been attributed to Marangoni flow [154]. In the case where composition varies across the interface, solutal Marangoni flow is possible only if material flows across the interface in the direction of increasing material diffusivity. In a liquid metal battery, the material of interest is the negative electrode material, e.g., Li, and the interface of interest is the one between molten salt electrolyte and liquid metal positive electrode. The diffusivity of Li in Bi is
1.2 × 10⁻⁸ m²/s, and the diffusivity of Li in LiBr–KBr has been calculated as 2.4 × 10⁻⁹ m²/s [155]. A battery made with those materials would be prone to solutal Marangoni flow driven by composition varying across the interface during discharge, but not during charge. Solutal Marangoni flow driven by variations across the interface is likely to occur in both short- and long-wavelength modes, depending on the appropriate Marangoni and Galileo numbers (analogous to Eqs. (9) and (11)). However, a two-layer model for solutal Marangoni flow is unstable at any value of the Marangoni number [138,156]. Variations of composition along the interface will drive solutal Marangoni flow regardless of their values.

An estimate of the magnitude of solutal Marangoni flow would be useful. Even less is known about the rate of change of surface tension with composition than about the rate of change with temperature. Still, we can put an upper bound on the magnitude of solutal Marangoni flow, and compare to thermocapillary flow, by considering extreme cases. The force per unit length that drives thermocapillary flow is

\[
\frac{\partial \sigma}{\partial \Delta T} \Delta T
\]

Again considering the same situation as [131], we find a force per unit length around 1.8 × 10⁻⁴ N/m. The force per unit length that drives solutal Marangoni flow is

\[
\frac{\partial \sigma}{\partial \Delta X} \Delta X
\]

Unfortunately, \(\partial \sigma/\partial X\) is, to our knowledge, unknown in the literature for materials common to liquid metal batteries. Alternatively, we can consider the extreme case in which different regions of the interface are composed of different pure materials, so that the force per unit length is simply the difference between their (known) surface tensions. Using \(\sigma_{Li} = 0.4086\) N/m at 500 K [102], \(\sigma_{Li} = 0.396\) N/m at 453 K [105], and \(\sigma_{LiCl-KCl} = 0.122\) N/m at 823 K [157], we find \(\sigma_{Li} - \sigma_{Li} = 1.3 \times 10^{-2}\) N/m and \(\sigma_{Li} - \sigma_{LiCl-KCl} = 2.7 \times 10^{-1}\) N/m. These estimates are imprecise: considering temperature will change them by a few percent, and considering different battery chemistry will change them more. These estimates are also upper bounds. Nonetheless, these estimates are two to four orders of magnitude larger than the typical force per unit length that drives thermocapillary flow. If the true solutal forces reach even a few percent of these estimates, solutal Marangoni flow will become large enough to reach the graphite negative electrodes and short-circuit the cell, thereby terminating the reduction process. In order to prevent the waves from contacting the negative electrodes for a cell current of about 350 kA, considered as an upper limit for modern cells [162], a cryolite layer at least 4.5 cm thick is required [159]. These boundary conditions mean that nearly half of the cell voltage is spent overcoming the electrolyte resistance, and the corresponding electric energy is converted to heat [159]. Reducing the electrolyte layer thickness by even a few millimeters would result in large cost savings, but is made impossible by the sloshing instabilities. Admittedly, Joule heating is not entirely wasted, because it maintains the high cell temperature and permits the strong wall cooling that allows the formation of the side-wall protecting ledge [160]. Metal pad rolling in AECs, which typically have a rectangular cross section, occurs if the parameter

\[
\beta = \frac{J B_z}{g \Delta \rho E} \frac{L_x}{H_E} \frac{L_y}{H_C}
\]

(12)

exceeds a critical value \(\beta_{c_s}\). Here \(J\) and \(B_z\) denote the absolute values of the cell’s current density and of the vertical component of the background magnetic field, respectively, \(\Delta \rho E\) is the density difference between cryolite and aluminum, and \(H_E\), \(H_C\) and \(L_x\), \(L_y\) refer to the layer heights and the lateral dimensions of the AEC, respectively. See Fig. 12 (left) for reference. The first factor in Eq. (12) is the ratio of Lorentz force to gravity force, and the latter ones are ratios of layer height to lateral cell dimension.

Bojarievičs and Romero [163] obtained an expression for \(\beta_{c_s}\) depending on wave numbers of gravity waves \(m, n\) in the \(x, y\) directions developing in rectangular cells

\[
\beta_{c_s} = \frac{\pi^2}{2} \frac{L_x^2}{L_x^2} \frac{L_y^2}{L_y^2} \frac{L_x^2}{L_y^2}
\]

(13)

According to Eq. (13), cells with square or circular cross section are always unstable because their lateral dimensions are equal and thus \(\beta_{c_s} = 0\). Davidson and Lindsay [164] came to a similar conclusion regarding the instability threshold for circular and square cells using both shallow water theory and a mechanical analog. It can be expected that three-layer systems like Al refinement cells (cf. Sec. 2.1) and LMBs will exhibit features similar to those found in AECs, but the addition of the second electrolyte-metal interface should enrich system dynamics. Knowledge on three-layer systems bearing interface normal currents is currently relatively scarce. Sneyd [165] treated the case while modeling an
electric-arc furnace, assuming a density of zero for the upper phase and the semi-infinite upper and lower layers. He took only the azimuthal magnetic field produced by the current into account and did not consider the action of an additional background field. In addition to long-wave instabilities, Snejd predicted short-wave instabilities of both sausage and kink type. To the best of our knowledge, experimental results on current-driven interface instabilities in three-layer systems have not been reported to date. The cause of the violent motions reported by several authors [28, 38, 32, 42], and already mentioned in Sec. 2.1, is uncertain. Frary [28] describes the motion as swirling and attributes it to the interaction of the vertical current within the cell and the magnetic fields of the horizontal current leads. To prevent intermixing of the negative and positive electrodes, the electrolyte layer has to be as thick as 25 cm. This is costly in terms of energy but tolerable if the cell is operated as an electrolytic cell. In galvanic mode, OCV remains nearly at rest, a criterion similar to the Sele criterion (12) typical systems.

As estimated by Zikanov [166], for rectangular cells, the instability due to the interaction of the perturbation currents with the azimuthal field of the main current described by criterion (14) appears to be more dangerous than that caused by the action of the background magnetic field on the horizontal compensating currents (14).

It should be mentioned that criteria predicting instability onset for any nonvanishing Lorentz force neglect dissipative effects caused by magnetic induction and viscosity as well as the influence of surface tension [167].

Weber et al. [167, 168] investigated the metal pad roll instability in an LMB using a volume-of-fluid method adapted from the finite volume code openFOAM [169] and supplemented by electromagnetic field calculations to solve the full Navier–Stokes equations. The material properties correspond to the special case of the MgKCl–MgCl2–NaClSb system (see Table 4 for an overview of typical systems).

As expected, if one interface is set in motion and the other remains nearly at rest, a criterion similar to the Sele criterion (12) can be formulated

\[
\beta = \frac{\mu_0 D^2}{g(\rho_E - \rho_A)H_A H_E} > \beta_{cr}
\]  

using the density differences between negative electrode and electrolyte and the respective layer heights. Sloshing in circular cells sets in above a relatively well-defined \( \beta_{cr, sloshing} = 0.44 \). Short-circuiting needs more intense Lorentz forces and happens above \( \beta_{cr, short-circuit} \approx 2.5 \). The validity of both values is limited to the Mg|Sb system and to the aspect ratios \( H_A/D = 0.45 \) and \( H_E/D = 0.1 \) investigated by Weber et al. [167], see Fig. 13.

Bojarievs and coworkers [96, 97] numerically investigated the Mg|Sb system as well, but used a shallow water approximation combined with the electromagnetic field equations. They considered a cell with a \( 8 \times 3.6 \, \text{m}^2 \) cross section, and Mg and Sb layers both 20 cm in height divided by a 5 or 8 cm thick electrolyte. In

### Table 4

<table>
<thead>
<tr>
<th>Electrodes</th>
<th>Electrolyte</th>
<th>( T_{op} (^\circ C) )</th>
<th>( \rho_A ) (kg m(^{-3}))</th>
<th>( \rho_E ) (kg m(^{-3}))</th>
<th>( A ) (kg m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly coupled</td>
<td>Li</td>
<td>Se</td>
<td>LiCl–LiF–LiI</td>
<td>375</td>
<td>497</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>Al–Cu</td>
<td>AlF–NaF–CaCl–NaCl</td>
<td>800</td>
<td>2300</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>Te</td>
<td>LiCl–LiF–LiI</td>
<td>475</td>
<td>489</td>
</tr>
<tr>
<td></td>
<td>Na</td>
<td>Sn</td>
<td>NaCl–NaI</td>
<td>625</td>
<td>801</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>Bi</td>
<td>LiCl–LiF–LiI</td>
<td>485</td>
<td>488</td>
</tr>
<tr>
<td></td>
<td>Na</td>
<td>Bi</td>
<td>NaCl–NaI–NaF</td>
<td>550</td>
<td>831</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>Bi</td>
<td>KBr–KIO3</td>
<td>250</td>
<td>640</td>
</tr>
<tr>
<td>Not coupled</td>
<td>Ca</td>
<td>Sb</td>
<td>CaCl–LiCl</td>
<td>700</td>
<td>1401</td>
</tr>
<tr>
<td></td>
<td>Ca</td>
<td>Bi</td>
<td>CaCl–LiCl</td>
<td>550</td>
<td>1434</td>
</tr>
<tr>
<td></td>
<td>Mg</td>
<td>Sb</td>
<td>KCl–MgCl2–NaCl</td>
<td>550</td>
<td>1577</td>
</tr>
</tbody>
</table>

Here \( A_\lambda \) and \( A_C \) are constants of order one that account for geometry [166], and \( \rho_A \) and \( \rho_C \) denote the densities of the negative and positive electrodes, respectively. The pendula oscillate with their natural gravitational frequencies \( \omega_0 \) and \( \omega_0 \). Again, it is evident from Eq. (14) that circular or square cross sections are predicted to be always unstable.

Zikanov [166] and Zikanov and Shen [124] discussed an additional instability that may arise even in the absence of a background magnetic field due to the interaction of \( J \)-generated azimuthal magnetic field \( B_\phi \) with the current perturbations. He finds the system to be unstable if

\[
\frac{\mu_0 D^2}{64 g} \left( \frac{D^2}{12 \rho_A H_A H_E} + \frac{D^2}{12 \rho_C H_E H_C} + \frac{1}{\rho_A H_E} - \frac{1}{\rho_C H_E} \right) > 1 \tag{15}
\]
agreement with the results of Weber et al. [167,168], Bojarevics and coworkers [96,97] found the interface between negative electrode and electrolyte to be much more sensitive to the instability than the interface between the electrolyte and positive electrode. The difference is explained by density differentials: the electrolyte typically has density closer to that of the negative electrode than the positive electrode. Bojarevics and Tucs [97] further optimized the magnetic field distribution around the LMB by reusing a commercial Trimet 180 kA cell series in their simulation. While the unoptimized cell could only be stabilized for the 8 cm thick electrolyte, the optimized cell was able to operate with 2.5 cm electrolyte height. However, even in the latter case, the voltage drop in the electrolyte is still found to be excessive with 0.49 V at a current of 100 kA.

Horstmann et al. [170] investigated the wave coupling dynamics of both interfaces by applying potential theory as well as direct numerical simulations to LMBs with circular cross section. While interface tension should be calculated with the densities and length scales corresponding to the smaller density jump. This happened always at the upper interface for the examples discussed earlier. Thus, Eq. (16) could directly be applied.

While the two strongly coupled LMB types (Li||Te and Li||Se) have limited practical relevance due to the scarcity of their positive electrode materials, three-layer refinement cells are almost always strongly coupled. Gesing et al. [45,46] formulate it as a characteristic of their Mg-electrorefinement method that the electrolyte has to have a density halfway between that of Al and Mg, i.e., they require a coupling parameter \( A_b = 1 \).

Zikanov [171] used the St. Venant shallow water equations complemented by electromagnetic force terms to model the rolling pad instability in LMBs with rectangular cross sections. In accordance with Horstmann et al. [170], Zikanov [171] found that the wave dynamics depend on the ratio of the density jumps at both interfaces. If the density jump at one interface is much smaller than at the other, only the former develops waves, and the situation is very similar to that in AECs. In particular, the influence of the horizontal aspect ratio \( L_x/L_y \) on the critical value of the Sele criterion is quite strong and resembles the situation in AECs. This strong effect can be explained by the fact that the aspect ratio determines the set of available natural gravitational wave modes and the strength of the electromagnetic field that is needed to transform them into a pair with complex-conjugate eigenvalues [164,171].

For comparable density jumps at the interfaces, Zikanov’s [171] results again agree with those of Horstmann et al. [170] in that both interfaces are significantly deformed. The system behavior becomes more complex and is different from that found in AECs. The waves of both interfaces can couple either in phase or antiphase. Zikanov [171] found examples where the presence of the second interface stabilizes the system, which was not predicted by his two-slab model [166], whose simplifications are probably too strong to capture this part of the dynamics.

6 Tayler Instability

Electric currents induce magnetic fields and interact with those fields, sometimes bringing unexpected consequences. Suppose
that a current runs axially and has azimuthally symmetric current density $J$, as sketched in Fig. 15. Then, by the right-hand rule, it induces a magnetic field $B_\phi$ that is purely in the azimuthal direction and interacts with that field to cause a Lorentz force per unit volume $F_z = J \times B_\phi$, directed radially inward. That force can be understood as a magnetic pressure. If the current flows through a fluid that is incompressible, we might expect the magnetic pressure to have no effect. However, Tayler [172,173] and Vandaurov [174] showed that if the fluid is inviscid ($\nu = 0$) and a perfect conductor ($\sigma_\ell = \infty$), and the induced magnetic field satisfies

$$\frac{\partial}{\partial r} (r B_\phi^2) < 0 \quad (19)$$

then the stagnant system is unstable. Given an infinitesimal perturbation, the current drives fluid flow, initially with azimuthal wave number $m = 1$. That phenomenon, known as the Tayler instability in astrophysics and as the kink instability in plasma physics, must also be considered for liquid metal batteries, which supports large axial currents.

In stars, the Tayler instability can in theory overcome gravitational stratification to drive dynamo action, and has therefore been proposed as a source of stellar magnetic fields [175]. In fusion plasma devices, the kink instability [176] can disrupt the magnetic fields that prevent plasma from escaping and must therefore be avoided. First encountered in z-pinch experiments in the 1950s, the kink instability has been studied extensively and reviewed in the plasma physics literature (e.g., Ref. [177]).

Soon after liquid metal batteries were proposed for grid-scale storage, Stefan et al. [178] observed that the technology would be susceptible to the Tayler instability, and that if the resulting flow were strong enough, it could cause rupture the electrolyte layer, destroying the battery. Their observation prompted a series of studies considering methods to avoid the Tayler instability in liquid metal batteries and the likelihood of it causing rupture.

The Tayler instability can be avoided or damped using a variety of techniques. First, in a real fluid with nonzero viscosity and imperfect electrical conductivity, the onset criterion given by Eq. (19) is no longer strictly correct, because viscosity and resistance damp the instability, so that it occurs only if the total current (or Hartmann number) exceeds a nonzero critical value. Second, the instability can be avoided by cleverly routing the battery current to prevent the condition expressed by Eq. (19). Instead of building a cylindrical liquid metal battery carrying an axial current, one can build a battery that is a cylindrical annulus, with an empty central bore. Carrying no current, the bore does not contribute to the induced magnetic field $B_\phi$, so that a larger current is required before onset [178]. Even better is to route the battery current back through the bore in the opposite direction, which prevents the Tayler instability altogether, since Eq. (19) is never satisfied [178,179]. However, ohmic losses in the wire would reduce the available voltage. Third, shearing the fluid azimuthally can damp the Tayler instability [180], though imposing shear is more practical in plasma devices than in liquid metal batteries. Fourth, imposing external magnetic fields—either axial or transverse—damps the Tayler instability [179], in a process often compared to the damping of thermal convection by vertical magnetic fields [112,114]. Finally, rotation also damps the Tayler instability [181], though imposing rotation may be impractical for liquid metal batteries.

A variety of engineering solutions to avoid or damp the Tayler instability in liquid metal batteries are now known. The characteristics of the Tayler instability, and the particular situations in which it arises, have also been studied extensively in recent work. The instability was observed directly in a laboratory experiment: when the axial current applied to a cylindrical volume of GaInSn alloy exceeded a critical value, the induced axial magnetic field was observed to grow as the square root of the current [182]. Below the critical current, which nearly matched earlier numerical predictions [183], no axial field was induced. A central bore was added to the vessel, and as expected, the critical current grew with bore size, ranging from about 2500 A to about 6000 A. Flow due to the Tayler instability was found to cause thermal convection caused by Joule heating (see Sec. 3).

A series of numerical studies have also considered the Tayler instability, with the benefit of being able to characterize its properties in detail. Initial simulations with purely axial current and perfectly conducting boundaries found the Tayler instability to occur at $Ha \sim 20$ [181,184,185]. (The Hartmann number (see Eq. (8)) is known to control onset [185].) Using parameters similar to experiments [182], the simulations found similar critical currents. The simulations also demonstrated the importance of aspect ratio: liquid metal layers with high aspect ratio (narrow and tall) are more susceptible to the Tayler instability [185], see Fig. 16. Simulations have also shown the effectiveness of engineering solutions for avoiding or damping the Tayler instability, including adding a central bore, routing current through the bore in the opposite direction, and applying axial or transverse magnetic fields [179]. The Tayler instability breaks chiral symmetry during its growth [184] and might therefore provide a link between the planetary tides and the solar cycle [186]. By allowing for current that is not purely axial, and boundaries that are not perfect conductors, a later simulation [187] incorporated more realistic current collectors and considered their effects. Current collectors with lower conductivity damp the Tayler instability, as do fluids with lower conductivity [137]. That study also found, however, that electro-vortex flows (see Sec. 7) may play a larger role in the fluid mechanics of liquid metal batteries than the Tayler instability. A numerical linear stability analysis of the Tayler instability found critical currents consistent with prior work and described the instability as an edge effect, governed by curvature of the magnetic field [187]. Finally, another simulation study found that the Tayler instability occurs in Mg-based liquid metal batteries with current density $J = 300 \text{ mA/cm}^2$ (a value typical for batteries being commercialized) if the battery radius exceeds 0.43 m and causes rupture if the radius exceeds 3 m [188]. Though there are economic advantages to increasing battery size, we are unaware of prototypes that large.

To summarize: The Tayler instability is a magnetohydrodynamic phenomenon that drives flow when a large axial current passes through liquid metal. Because of the magnitude of the currents involved, and because today’s liquid metal battery designs have large aspect ratio, the Tayler instability may not yet affect the technology. For larger, next-generation batteries, however, the Tayler instability should be considered carefully. A variety of engineering solutions to avoid or damp the instability are now known.

7 Electro-Vortex Flow

The Tayler instability discussed in Sec. 6 is an interaction of an electrical current with the magnetic field produced by the current...
I. Here, we will give a brief overview and consider the commonly studied in the context of vacuum arc remelting.

Consider the conservation of momentum of an incompressible fluid directly, yielding the familiar fact that the hydrostatic pressure $p$ varies axially. In fact, it can be shown that any divergent current density in an axisymmetric system causes electro-vortex flow. One canonical example is flow driven by a current from the center as "electro-vortex flow," has been reviewed in detail [189] and is commonly studied in the context of vacuum arc remelting [111,190]. Here, we will give a brief overview and consider the implications of electro-vortex flow for liquid metal batteries.

To show that a Lorentz force with nonzero curl drives flow, we consider the conservation of momentum of an incompressible Newtonian fluid acted upon by a force per unit mass $F = \frac{\partial \rho}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{F}$.

Here, $\mathbf{u}$ is the fluid velocity. It follows that stagnant fluid ($\mathbf{u} = 0$) conserves momentum if and only if

$$\frac{1}{\rho} \nabla p = F \quad (20)$$

One example, of course, is the gravitational force $F = -\mathbf{g} z$, where we take $z$ as vertical. In that case, Eq. (20) may be integrated directly, yielding the familiar fact that the hydrostatic pressure a distance $h$ below the fluid surface is $p = \rho g h$. On the other hand, if $\mathbf{V} \times \mathbf{F} \neq 0$, Eq. (20) has no solution, since the curl of a gradient is always zero. In that case, we conclude that our assumption $\mathbf{u} = 0$ was false, that is, if a fluid is acted upon by a force $\mathbf{F}$ for which $\mathbf{V} \times \mathbf{F} \neq 0$, the fluid must flow.

If we are interested in the Lorentz force per unit volume $\mathbf{F} = \mathbf{J} \times \mathbf{B}$ due to interaction of an electrical current with its own magnetic field, and under the simplifying assumption that all quantities are azimuthally symmetric, it can be shown [189] that $\mathbf{V} \times \mathbf{F} \neq 0$ simplifies to

$$\frac{\partial B_\phi}{\partial z} \neq 0$$

The magnetic field $B_\phi$ depends, via the Biot–Savart law, on the current density $J$. So in azimuthally symmetric systems like cylindrical liquid metal batteries, electro-vortex flow occurs when $J$ varies axially. In fact, it can be shown that any divergent current density in an axisymmetric system causes electro-vortex flow. One canonical example is flow driven by a current from the center of a hemisphere to the hemisphere’s surface [189]. Taking the additional assumption that the resulting flow is irrotational allows analytical solution of many other cases as well. However, many are similarity solutions for which boundary conditions are evaluated at infinity, hindering their application to technological applications like liquid metal batteries.

The details of electro-vortex flow are typically studied via simulation or experiment. Flows typically converge where the current density is highest, causing the largest magnetic pressure. In azimuthally symmetric situations, the result is a poloidal circulation. Current density can be shaped by choosing electrode geometry [191] or by adding a nearby ferromagnetic object, which concentrates magnetic field lines [192]. Electro-vortex flow can cause substantial pressure and was therefore recognized as a promising mechanism for pumping liquid metals in technological applications including metals processing and nuclear cooling [193]. Subsequent efforts produced pumps that drive liquid metal in flat channels with corners [194], through $Y$- and $V$-shaped junctions [195], in a winding-free pump composed of a pair of junctions [196], and centrifugally [197]. Electro-vortex flow also occurs in cylindrical steel furnaces [198].

Electro-vortex flow almost certainly occurs in typical liquid metal batteries because current diverges from the negative current collector to the casing, which serves as positive current collector. Changing the size and aspect ratio of the current collectors and electrodes can impede or promote electro-vortex flow in simulations [137]. Because electro-vortex flow is not an instability, there are no critical dimensionless parameters below which it disappears. Even small liquid metal batteries supporting gentle currents are susceptible to finite electro-vortex flow, which may make it a more important engineering consideration than the Tayler instability. In fact, an experimental device initially designed to produce the Tayler instability also drove measurable motion at currents too small for instability [199] after holes for ultrasound Doppler velocimetry probes were drilled in the current collectors. The motion stopped immediately when current was turned off, a behavior inconsistent with thermal convection; probably, electro-vortex flow was the cause. In fact, electro-vortex flow seems to suppress the Tayler instability in simulations for thin current collectors (curve $h_{cc}/D = 2$ of Fig. 17), though the Tayler instability, once it sets in, suppresses electro-vortex flow, see the $h_{cc}/D = 3$ curve and the insets in Fig. 17. Narrow current collectors and thin fluid layers produce current distributions that diverge more, and therefore, drive stronger electro-vortex flow [185]. Intermetallic solids floating at the interface between the positive electrode and electrolyte could also cause electro-vortex flow, since their conductivity is typically lower than the surrounding melt.

Electro-vortex flow also competes with thermal convection driven by Joule heating. Current diverges from the negative current collector at the top of the battery, so electro-vortex flow tends to form a poloidal roll directed inward at the top and descending along the central axis. Joule heating, on the other hand, tends to cause a poloidal roll that rises along the central axis, where current and therefore heat are concentrated. Both opposing phenomena grow stronger as current increases. In the limiting case of very high current, we would expect thermal effects to dominate, since the rate of Joule heating grows as the square of the current, whereas the work done by electro-vortex flow grows proportionally with current. Still, because both phenomena also depend on the spatial distribution of current, their competition is probably complicated and requires further study.

Davidson [111] considered the analogous problem of competition between electro-vortex flow and thermal convection in vacuum arc remelting in which current diverges from a small electrode through a hemispherical pool of molten metal. The resulting flow can be characterized with the dimensionless quantity

$$\chi = \frac{I}{2\pi R} \left( \frac{\mu}{\rho} \right)^{1/2} \left( \frac{3n^2}{g g^2 L \Delta T} \right)^{1/7}$$

Davidson [111] considered the analogous problem of competition between electro-vortex flow and thermal convection in vacuum arc remelting in which current diverges from a small electrode through a hemispherical pool of molten metal. The resulting flow can be characterized with the dimensionless quantity

$$\chi = \frac{I}{2\pi R} \left( \frac{\mu}{\rho} \right)^{1/2} \left( \frac{3n^2}{g g^2 L \Delta T} \right)^{1/7}$$
where $I$ is the current. Roughly, $\chi$ gives the ratio of the characteristic speed of electro-vortex flow to the characteristic speed of thermal convection, and we refer the reader to the original source [111] for more detail. When $\chi < 0.4$, thermal convection dominates, and fluid rises along the central axis, as expected. When $\chi > 1.4$, electro-vortex flow dominates, and fluid descends along the central axis. At intermediate values of $\chi$, the two mechanisms have similar strength, and their competition produces more complicated flow patterns involving multiple circulating rolls. Though liquid metal batteries typically involve different sizes, geometries, and materials than remelters, $\chi$ can probably predict the relative importance of thermal convection and electro-vortex flow nonetheless, though the values $\chi < 0.4$ and $\chi > 1.4$ will likely change. However, since $\chi$ is written in terms of a fixed temperature differential $\Delta T$, it may be a better predictor for convection driven by temperature differences at the boundaries than for convection driven by internal Joule heating.

Like other motions, electro-vortex flow can enhance battery performance by keeping each layer more chemically uniform, but can destroy a battery by rupturing the electrolyte layer. A good predictor of rupture is the Richardson number

$$\text{Ri} = \frac{(\rho_2/\rho_1 - 1)gL}{(a)^2}$$

a ratio of the gravitational energy of stratification to the kinetic energy of flow [185,188]. Here, $\rho_1$ is the density of the electrolyte and $\rho_2$ is the density of the positive electrode. Vigorous flow in an electrolyte that is nearly as dense as the electrode below it yields a small value of $\text{Ri}$ and makes rupture likely. A similar Richardson number can be constructed for the interface between the negative electrode and the electrolyte, but rupture is less likely there because the negative electrode is often held in place by a foam current collector.

8 Summary and Future Directions

In this section, we conclude with a brief summary of the fluid mechanics of liquid metal batteries, especially thermal convection, compositional convection, Marangoni flow, and electro-vortex flow, including a few words about the importance of aspect ratio. Finally, we close with a discussion of open questions and future research directions, including richer experimental measurements, more realistic simulations, applications to battery design, size effects, temperature effects, and the role of solid separators.

8.1 Summary. We have considered the fluid mechanics of liquid metal batteries, which are made from two liquid metal electrodes and a molten salt electrolyte, without solid separators. Intended primarily for grid-scale storage, liquid metal batteries involve similar phenomena to those in technologies that were invented earlier, including aluminum smelters, aluminum refinement cells, and thermally regenerative electrochemical systems. Fluid flow may occur in the electrolyte or the positive electrode, and affects mass transfer in both layers, but is likely negligible in the negative electrode, where a metal foam hinders motion. Flow can destroy liquid metal batteries if it becomes vigorous enough to rupture the electrolyte layer. However, flow can also be beneficial. In parameter regimes common in today’s liquid metal batteries, flow is likely important for preventing the formation of solid intermetallic phases, which can swell and cause electrical shorts between the positive and negative electrodes, destroying batteries. The extent of swelling depends on the density difference between intermetallic and liquid metal. Intermetallic phases are most likely to form during rapid discharge, but cannot form during charge, so rapid charging poses no danger.

In current liquid metal battery designs, the primary mechanisms driving flow include thermal convection, compositional convection, Marangoni flow, and electro-vortex flow. Because the resistivity of the electrolyte layer is four orders of magnitude higher than the electrode layers, nearly all Joule heating occurs in the electrolyte, and thermal convection is likely strongest there. The positive electrode, below the electrolyte, is usually subject to stable temperature stratification that may actually hinder flow. Thermal convection in the electrolyte layer is constrained—but slowed and little or none—by the magnetic fields produced by battery currents. The low Prandtl number of the molten salt electrolyte causes its convection to have different properties than a high-Pr fluid like air.

The magnitude of Marangoni flow in liquid metal batteries is difficult to estimate because the surface tension between molten salts and liquid metals—and its variation with temperature and composition—has rarely been characterized. That said, because the electrolyte layer is thin, because the layer is subject to intense Joule heating, and because liquid metals have unusually high surface tension in vacuum, Marangoni flow along electrolyte surfaces is probably substantial.

Electro-vortex flow, driven by an electrical current interacting with its own magnetic field, is present but probably weaker than thermal convection or Marangoni flow in most liquid metal batteries. However, electro-vortex flow that may interact with other flow mechanisms can cause important effects. Current can also drive flow by interacting with external magnetic fields, though that effect is also relatively weak. Interface instabilities and the Tayler instability are unlikely in today’s liquid metal battery designs, but would become crucial in larger batteries (as discussed further below). The aspect ratio of liquid metal batteries plays an important role. Given two batteries with the same capacity (and therefore same volume), the shallower and broader battery is more prone to interface instabilities, whereas the deeper and narrower battery is more prone to the Tayler instability. Interactions among mechanisms driving flow are also likely and could trigger instabilities, but little is yet known about the details of their interactions.

8.2 Open Questions and Future Directions. Much remains unknown about the fluid mechanics of liquid metal batteries, leaving many open research opportunities. First, richer experimental measurements would substantially advance the field. In experiments, measuring the flow of an opaque, high-temperature fluid is
unavoidably difficult. Ultrasound Doppler velocimetry [200] provides richer measurements than most other methods. Each transducer typically measures one velocity component at a few hundred locations along the probe’s line of sight. Though a line of measurements gives much more insight into flow shape than point measurements, ultrasound data are nonetheless sparser than the two- and three-dimensional measurements commonly available via optical techniques in fluids that are transparent. (A recent review [201] of velocity measurement methods for liquid metals is also available.) Experimentalists could contribute substantially to the field by using multiple probes, either to make single-component measurements along multiple (carefully chosen) lines [199], or to make multicomponent measurements along a single line. Recent work demonstrating two-component, two-dimensional velocity measurement using phased arrays of ultrasound transducers shows great promise [202–205]. Also, no ultrasound measurements in a working, three-layer battery have been published. Instead, all measurements to date were made in a single liquid metal layer, without electrolyte or a second metal layer [120,121]. However, single-layer experimental models capture only a subset of the fluid mechanics of liquid metal batteries, including Joule heating but not heating via entropy change or heat of formation, which may have significant effects [22] and including thermal convection but not compositional convection. Directly measuring the flow in the positive electrode and the electrolyte of a functioning battery would address many open questions and is a worthy goal for experimentalists. Finally, ultrasound measurements have so far been restricted to temperatures below 230 °C, though the batteries being commercialized are solid at those temperatures. High-temperature ultrasound probes with waveguides have been demonstrated [206] and could be applied to batteries.

Second, simulation results incorporating more of the relevant physics would substantially advance the field. Simulations to date have sometimes constrained themselves to a single layer [188] and have often constrained themselves to a subset of possible flow mechanisms, for example, thermal convection [123], electro-vortex flow [137], or the combination of thermal convection and Marangoni flow [130]. These simplifications are important first steps to validate codes and build intuition for physical mechanisms at play in liquid metal batteries. Nor are the simulations undertaken trivial—low-Pr fluids are tricky and expensive to simulate, and essential material properties have been unavailable. Still, interaction among flow mechanisms is all but certain, so discovering the dynamics of liquid metal batteries and accurately forecasting their behavior will require simulations incorporating multiple mechanisms. Measuring material properties, especially the surface tensions between liquid metals and molten salts, along with their dependence on temperature and composition, would enable better-constrained simulations. Simulating three-layer liquid metal batteries including multiple flow mechanisms would be a great step forward. Among the long list of mechanisms, it seems that thermal convection, compositional convection, Marangoni flow, and electro-vortex flow are most relevant for today’s liquid metal batteries. Heat of formation and entropy change may also be significant [22]. In simulations of larger batteries, surface instabilities, the Taylor instability, and forces caused by external magnetic fields may have stronger effects.

Third, richer experimental measurements and simulations incorporating more of the relevant physics would allow improved battery design. Liquid metal batteries involve a large number of design parameters (electrode materials, electrolyte material, size, shape, temperature, current density, etc.) and a large number of engineering metrics (cost, voltage, temperature, cycle life, etc.). So far, materials choices have been considered most carefully, and cost has been identified as the primary engineering metric. Still, trade-offs are common, and the technology is new enough that the long-term consequences of design choices are not always clear. For example, Li/PbSb batteries achieve higher voltage and lower cost per kWh than Li/Bi batteries [13,15], but if Li/Bi batteries last much longer because of their ability to eliminate intermetallic growth electrochemically, their lifetime cost may be lower. Improved fluid mechanical experiments and simulations might be accurate enough to predict the rate of intermetallic growth and answer the question of material choice.

Battery size is a particularly interesting design parameter for fluid mechanical investigation. Aluminum smelters are typically large, with horizontal dimensions on the order of 100 ft (30 m), which lowers the cost of aluminum. Similarly, liquid metal batteries might provide storage at lower cost if they were larger. For the same energy (or power), larger batteries require less container material and less power electronics, offering substantial cost reductions. However, larger batteries are more susceptible to electrolyte rupture by surface instabilities or the Taylor instability (though the aspect ratio also plays an important role). Preliminary experiments also show them to be more susceptible to shorts due to intermetallic growth. Today’s prototypes are kept small (200 mm) to avoid those drawbacks, but improved understanding of the fluid mechanics might overcome them and allow larger, lower-cost batteries. In aluminum production, surface instabilities are damped by thickening the electrolyte to about 4 cm [159], at the cost of requiring more voltage—and therefore more energy—to drive current. In batteries, however, that mitigation strategy is unavailable, since the available voltage is fundamentally limited by electrode materials, and typically ≤1 V. Improved understanding of the fluid mechanics of liquid metal batteries might reveal alternate strategies. One question of battery size has already been addressed: simulations have shown that batteries designed small enough (and with the right aspect ratio) can avoid the Taylor instability altogether [188]. Surface instabilities can probably be avoided with a similar design strategy, and simulations (or perhaps experiments) could determine the required size and shape precisely.

Fourth, liquid metal battery fluid mechanics and device designs may change radically if low-temperature chemistries are discovered. Battery prototypes being commercialized operate at 475 °C, mainly because the melting point of their molten salt electrolyte is nearly that high. Batteries stacked in large arrays can maintain that temperature by Joule heating if they are used regularly, but when unused, they require extra heat, adding cost. Reducing the operating temperature would reduce that cost and probably have greater effects on other costs. Lower temperatures would cause slower chemical kinetics of side reactions that reduce battery efficiency and corrode containers and current collectors. Lower temperatures would ease the design of seals. Much lower temperatures would allow less expensive container materials, like plastics instead of stainless steel. Thus, substantial effort is being dedicated to the search for viable low-temperature liquid metal battery chemistries [23,79,207–209]. If found, they would have significantly different material properties than today’s liquid metal batteries, and therefore, give rise to significantly different fluid mechanics. For example, the lowest-temperature systems use electrolytes composed of room temperature ionic liquids instead of molten salts [208,209]. Ionic liquids, however, have typical conductivities orders of magnitude smaller than those of molten salts. Liquid metal batteries made with ionic liquids, therefore, would require much thinner electrolyte layers to produce the same voltage, and Joule heating would be still more isolated to the electrolyte layer. The relative magnitude of flow mechanisms (thermal convection, Marangoni flow, electro-vortex flow, instabilities, etc.) may also be different in low-temperature batteries. If low-temperature liquid metal batteries become possible, many practical and interesting questions of fluid mechanics will arise.

Fifth and finally, though we have focused on liquid metal batteries without solid separators, there are existing technologies [5,6] as well as proposed next-generation batteries [16,17] that include them. The presence of a solid separator radically changes the fluid mechanics and design of batteries. Without any interfaces between two different liquids, neither Marangoni flow nor surface instabilities are possible. Instead, both electrodes are subject to no-slip boundary conditions at the separator. Solid separators...
eliminate the possibility of rupture due to fluid mechanics and allow electrodes to be positioned side-by-side instead of being stacked vertically. Solid separators have electrical conductivity substantially lower than molten salt—about six orders of magnitude lower than liquid metals—so heat production would be even more concentrated. High-temperature batteries using solid separators come with their own set of interesting and practical fluid mechanical questions.

The fluid mechanics of liquid metal batteries is an exciting topic, involving an increasing number of researchers and a large number of open questions. Enabling large-scale storage to make electrical grids more robust while incorporating more wind and solar generation would make a tremendous social impact. Interactions among mass transport, heat transport, multiphase flow, magnetohydrodynamics, and chemical reaction make batteries complicated and interesting. We urge and encourage researchers to focus on problems that are both practical for enabling battery technology and interesting for broadening human knowledge.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_M$</td>
<td>activity of M</td>
</tr>
<tr>
<td>$a_M^{NI}$</td>
<td>activity of M alloyed with N</td>
</tr>
<tr>
<td>$A_{ij}$</td>
<td>interface interaction parameter</td>
</tr>
<tr>
<td>$B_{ij}$</td>
<td>azimuthal component of magnetic field</td>
</tr>
<tr>
<td>$Bo$</td>
<td>dynamic Bond number</td>
</tr>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$D$</td>
<td>material diffusivity</td>
</tr>
<tr>
<td>$E_{OC}$</td>
<td>open circuit voltage</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday constant</td>
</tr>
<tr>
<td>$F_{L}$</td>
<td>Lorentz force per unit mass</td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration due to gravity</td>
</tr>
<tr>
<td>$G$</td>
<td>Galileo number</td>
</tr>
<tr>
<td>$H_{EL}$</td>
<td>electrolyte layer thickness</td>
</tr>
<tr>
<td>$H_{AL}$</td>
<td>aluminum layer thickness</td>
</tr>
<tr>
<td>$H_a$</td>
<td>Hartmann number</td>
</tr>
<tr>
<td>$I$</td>
<td>current</td>
</tr>
<tr>
<td>$I_0$</td>
<td>horizontal perturbation current</td>
</tr>
<tr>
<td>$J$</td>
<td>current density</td>
</tr>
<tr>
<td>$L$</td>
<td>vertical thickness</td>
</tr>
<tr>
<td>$L_{x}$</td>
<td>x-direction size</td>
</tr>
<tr>
<td>$L_{y}$</td>
<td>y-direction size</td>
</tr>
<tr>
<td>$L_{z}$</td>
<td>z-direction size</td>
</tr>
<tr>
<td>$M$</td>
<td>alkali or earth alkali metal</td>
</tr>
<tr>
<td>$Ma$</td>
<td>thermal Marangoni number</td>
</tr>
<tr>
<td>$m$</td>
<td>azimuthal wave number</td>
</tr>
<tr>
<td>$N$</td>
<td>heavy or half metal</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$P_m$</td>
<td>magnetic Prandtl number</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$Q$</td>
<td>total heat flux</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant</td>
</tr>
<tr>
<td>$R_E$</td>
<td>ohmic resistance of the electrolyte</td>
</tr>
<tr>
<td>$Ra$</td>
<td>thermal Rayleigh number</td>
</tr>
<tr>
<td>$Ra_{crit}$</td>
<td>critical Rayleigh number for flow onset</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Richardson number</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$u_i$</td>
<td>velocity component, using indicial notation</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity</td>
</tr>
<tr>
<td>$U$</td>
<td>characteristic flow velocity</td>
</tr>
<tr>
<td>$X$</td>
<td>concentration of negative electrode material</td>
</tr>
<tr>
<td>$X_0$</td>
<td>characteristic concentration</td>
</tr>
<tr>
<td>$Z$</td>
<td>valency</td>
</tr>
<tr>
<td>$x_T$</td>
<td>thermal coefficient of volumetric expansion</td>
</tr>
<tr>
<td>$x_0$</td>
<td>solutal coefficient of volumetric expansion</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Siedel criterion for metal pad instability</td>
</tr>
<tr>
<td>$\phi_{BCR}$</td>
<td>Bojarevičs–Romero criterion for metal pad instability</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>characteristic temperature difference</td>
</tr>
<tr>
<td>$\Delta \rho_{CE}$</td>
<td>characteristic density difference</td>
</tr>
<tr>
<td>$\Delta \sigma_f$</td>
<td>characteristic surface tension difference</td>
</tr>
<tr>
<td>$\eta_{ap}$</td>
<td>activation polarization at the anode</td>
</tr>
<tr>
<td>$\eta_{apc}$</td>
<td>concentration polarization at the cathode</td>
</tr>
<tr>
<td>$\eta_{apc}$</td>
<td>concentration polarization at the anode</td>
</tr>
<tr>
<td>$\eta_{ap}$</td>
<td>activation polarization at the cathode</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>magnetic permeability</td>
</tr>
<tr>
<td>$\nu$</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>mass density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>surface tension</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>electrical conductivity</td>
</tr>
<tr>
<td>$\tau$</td>
<td>characteristic flow time</td>
</tr>
<tr>
<td>$\phi_{HC}$</td>
<td>half-cell potential</td>
</tr>
<tr>
<td>$\phi_{ps}$</td>
<td>standard half-cell potential</td>
</tr>
<tr>
<td>$\omega$</td>
<td>oscillation frequency</td>
</tr>
</tbody>
</table>

References


